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Abstract: We propose one possible set of criteria for evaluating software – specifically search engines – according to their usefulness for deliberative democracy. We then describe a user study of the search capabilities of three, existing, online archives (Google Groups, Omgili, or Technorati) of threaded, conversational data. Our study measures the capabilities of these search engines according to the proposed criteria. We conclude by stating the software design implications of the study.

INTRODUCTION

The essential need ... is the improvement of the methods and conditions of debate, discussion and persuasion. That is the problem of the public. John Dewey, The Public and its Problems (1927)

For at least a quarter century (see Hiltz and Turoff 1978, p. 195) many have been excited about the possibilities of computer networks as a means of facilitating democratic participation. Reviewing the area in the mid-1990s, sociologist Manuel Castells noted that local democracies appeared to be flourishing around the world and that “When electronic means are added to expand participation and consultation by citizens, new technologies contribute to enhanced participation in local government” (Castells 1997: 350). Collections, such as Tsagarousianou, Tambini and Bryan’s Cyberdemocracy: Technology, Cities and Civic Networks, documented how these experiments in local, online democracy were progressing in Amsterdam, Athens, Berlin, Bologna, Manchester, Santa Monica, and elsewhere (Tsagarousianou, Tambini and Bryan 1998).

At the national level, there has been less interest in citizen-to-citizen communication and more emphasis on delivering government services and documents (e.g., tax documents, forms for zoning petitions, legal codes, etc.) to citizens via the Internet. Moreover, it appears to be the case that – as municipal websites become more and more common – even local governments seem most intent on supporting a one-way, “services” model of information delivery rather than many-to-many deliberative discussion.

In fact, some social scientists argue that the potential of information and communication technologies lies more in the realm of delivery of governmental services rather than as facilitators for new forms of interaction between citizens and governments. Harvard political scientist Pippa Norris and her colleagues
performed a content analysis of national government departmental websites from 191 nations for a chapter of the *United Nations World Public Sector Report* entitled “Deepening Democracy via E-Governance.” In conclusion, Norris writes “On balance, therefore, the new communication and information technologies have greater potential for deepening ... democracy, by strengthening government transparency, and by improving public satisfaction with the delivery of routine public services, more than by stimulating new forms of civic activism [emphasis added].” (Norris, 2003, p.19). Others have come to similar conclusions (cf., Chadwick and May, 2003; Fountain, 2001). Norris summarizes these findings like this: “…many commentators suggest that e-governance has succeeded mostly in its managerial technocratic functions of improved service delivery for routine matters such as registering for transportation permits, access to land registries, or tax payments, delivering efficiency gains by streamlining labor-intensive bureaucratic transactions, but that it has commonly largely failed in its participatory or consultative functions[emphasis added].” (Norris, 2003, p. 3).

These social science findings can be understood in at least two ways by computer scientists: (1) computer technologies will never be capable of supporting the demands of deliberative democracy; or, (2) the current state of the art has not measured up to the needs of deliberative democracy, but that a future technology might address those needs. We propose that the second of these two interpretations is wiser. Because social scientists -- especially political scientists and policy experts – usually treat computer technologies, even software, as “black boxes” (i.e., as components that are seen as immutable and impenetrable to internal examination), these social science studies of democracy and digital technologies are composed from the perspective of a user, not a designer, of technology. Consequently, we accept these findings, not as a predicament, but rather as a challenge: What new computer technologies can be designed to facilitate democratic deliberation between citizens and between citizens and governments?

The first step towards the development of better, democratic technology is the articulation of criteria that can be used to evaluate existing information and communication technologies (ICT) for democratic potential. The legal scholar, Larry Lessig, argues persuasively for this approach when he advocates that we build our constitutional values of free speech into the foundational architectures of software. This idea of “value-based design” of ICTs is gaining momentum (e.g., Introna and Nissenbaum, 2000). But, Lessig also touches on the main difficulty of this approach. Consider, for instance, the criteria used in computer science to determine if a piece of software is good or bad. If a piece of software is fast and
efficient, then it is good. If it is slow or inefficient, then it is bad. Computer scientists all learn these criteria as undergraduates, right from the beginning, in the first course in the analysis of algorithms. Now, compare these criteria with some of the most important evaluative criteria employed by the designers of the U.S. Constitution: checks and balances between the legislative, executive, and judicial branches insure that a certain amount of inefficiency is built into our structures of governance and so, therefore, things do not run away from the will of the people. The bigger problem is this: the fundamental criteria of computer science and information theory are at cross-purposes with the democratic criteria we need. We need to employ democratic criteria in the design and evaluation of the ICTs that will underpin civil society of the next century.

In this paper we propose one possible set of criteria for evaluating ICTs – specifically search engines – according to their usefulness for deliberative democracy. We then describe a user study of the search capabilities of three, existing, online archives (Google Groups, Omgili, or Technorati) of threaded, conversational data. Our study measures the capabilities of these search engines according to the proposed criteria. We conclude by stating the ICT design implications of the study.

**Defining Critical Criteria of Democracy**

There are many ways of defining democracy. Deliberative democracy is just one of them. Following Norris (2003), *pluralist democracy* concerns elite competition between parties and large stakeholders; *representative democracy* is focused on electoral accountability of representatives; and, *deliberative democracy* takes citizen consultation and participation as central. Obviously, advocates of all these theories of democracy would see a public good in lower cost, more efficient, secure, and transparent electronic voting and government services. But, supporting deliberative democracy implies a very specific set of challenges: How can large discussions between citizens be facilitated? How can the government consult with its citizens? How can citizens find consensus and listen to differing opinions? How can citizens articulate a collective voice or a divergence of opinion? Central to a deliberative democracy is the means to facilitate high-quality debate and discussion in which citizens are able to argue for a position, listen to and substantively address the differences of other positions.

Political scientist James Fishkin states three conditions that make democratic deliberation possible: (1) political messages of substance can be exchanged at length; (2) there is opportunity to reflection on and debate the messages; and, (3) opinions stated in the messages can be interactively tested against rival arguments. (Fishkin, 1995). Fishkin’s “rival arguments” are, in other words, principled differences of opinion (rather than just, for instance, biased prejudices). Principled difference is not simply good for
deliberation it is essential.

Recent empirical work demonstrating the necessity of difference of opinion in democratic exchange was done by the Joseph N. Cappella, Vincent Price, and Lilach Nir at the University of Pennsylvania and reported in their paper “Argument Repertoire as a Reliable and Valid Measure of Opinion Quality: Electronic Dialogue During Campaign 2000.” Cappella et al.’s study examined data taken from a year-long, multiwave survey of 1,684 Americans conducted during the 2000 presidential election campaign. Data was gathered in association with synchronous, real-time, moderated group discussions that were designed specifically to produce useful citizen deliberation. To measure what Cappella et al. term “argument repertoires” participants were asked to their opinion on several political issues.

Specifically, “argument repertoires” are defined as the range of arguments people hold both in support of and against their favored position on a particular political issue or toward some political object. “For any given stated opinion on an issue, argument repertoire includes [1] the number of relevant reasons for the stated opinion and [2] the number of relevant reasons for the opposite opinion. For example, if people indicate that they are favorable toward the Republican party, the number of relevant reasons in support of their opinion gives the first part of their repertoire score. They are then asked the reasons why someone might be unfavorable toward the Republican party. The number of such relevant reasons provides the second part of their argument repertoire score.” (Cappella et al., 2002).

Cappella et al. define “relevant reasons” as “reasons that are acknowledged in public discourse as plausible reasons”; and, Cappella et al. do not attempt to distinguish accurate from inaccurate reasons in analyzing their data. Thus, even though they show how measures of argument repertoires positively correlate with measures of political knowledge, what is most crucial here is an understanding of opposing points of view on the political issues – opposing opinions that are not necessarily right or wrong, but, most importantly “acknowledged in public discourse as plausible.” Cappella et al. show that argument repertoire is a reliable and valid measure of opinion quality and thus a measure of the quality of deliberative discussion.

One can understand these criteria and results as a demonstration that deliberative democracy hinges on the ability of participants to be able to know and articulate – not only their own opinions about a subject – but also the opinions of those who might oppose them. Rephrased as a software design problem, these results imply a very specific user requirement (or, more specifically, a citizen requirement for the software). User need: What are the differing opinions about subject X that are expressed in a large
volume of conversational data (e.g., a database of archived newsgroup threads or blogs)?

**Defining Consensus Bias**

We propose a novel (to computer science) measure of evaluation that borrows from well-known findings in the literatures of public opinion polling, political psychology, and social cognition (see Kunda, 1999 for an overview of social cognition). These findings relate to the fact that people have a hard time estimating, *a priori*, the distribution of others’ opinions about some given topic. For example, consider the following question and set of responses posed during a public opinion poll.

“**Now I am going to ask you something different. I am going to read a list of issues and I want you to tell me whether, overall, you think the Democrats or the Republicans do a better job with this issue. If you do not know, just tell me and we will move on to the next item...**The economy... Do you think the Democrats or the Republicans do a better job with that? (If Democrats/Republicans, ask:) Would that be much better or somewhat better?”

<table>
<thead>
<tr>
<th>Response</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Democrats much better</td>
<td>23%</td>
</tr>
<tr>
<td>Democrats somewhat better</td>
<td>18%</td>
</tr>
<tr>
<td>Republicans somewhat better</td>
<td>19%</td>
</tr>
<tr>
<td>Republicans much better</td>
<td>19%</td>
</tr>
<tr>
<td>Both (vol.)</td>
<td>3%</td>
</tr>
<tr>
<td>Neither (vol.)</td>
<td>7%</td>
</tr>
<tr>
<td>Don't know/Refused</td>
<td>10%</td>
</tr>
</tbody>
</table>


Looking at the column of percentages, one can see a distribution of opinion: some prefer the Democrats, others prefer the Republicans. Researchers in the area of social cognition have found the following: we tend to see more support for our opinions than do people holding the opposing opinions. This finding is called the *consensus bias effect* (Ross, Greene, House, 1977).

To show such a result with the question outlined above, one would have to ask another set of questions to have respondents estimate the distribution that we see in the table above: i.e., “What percentage of the population will respond ‘Democrats do a better job with the economy’?” and “What percentage of the population will respond ‘Republicans do a better job with the economy’?” Consensus bias is a *relative measure*. One compares, for instance, the responses to these two additional questions by members of the “Democrats better” group with the estimates of the “Republicans better” group. Consensus bias predicts that the “Democrats better” will estimate that a larger portion of the population will support their opinion than the percentage estimated by the “Republicans better” for the pro-Democrats position; and, of course,
the converse should apply as well: the pro-Republicans will guess that a larger percentage of the general population is pro-Republican than the percentage guessed by the pro-Democrats to be pro-Republican.

This result is considered a consensus bias because of the consistent relative underestimation of the support for opposing opinions (as compared with the opposition’s estimate). Because consensus bias is a relative measure it is possible for one of the parties to be correct in its estimate of support if, in comparison with its estimate, its estimate is larger than the estimate of the opposition. Consensus bias can be understood as a predisposition that biases our estimates of the prevalence of our own opinions. In Kunda’s words “False consensus exists when people’s own choices, attitudes, or beliefs bias their estimates of those of other people, leading them to view their own reactions as relatively common while viewing alternative reactions as relatively uncommon.” (Kunda, 1999, p. 37).

Given the relatively common occurrence of consensus bias, it is clear that a variety of factors need to be overcome to achieve a high measure of argument repertoire (as described by Cappella et al., 2002) in which participants in discussion both can articulate their own opinion, but are also well-enough acquainted with opposing opinions to understand the difference and diversity of their opponents. Ideally, use of a search engine for deliberative democracy would provide citizens with the means to discover opposing opinions and gain adequate insight into the diversity and difference of their fellow citizens.

To evaluate the proposed system we propose to measure consensus bias to determine if a search engine can lower the power of its effect on users/citizens. This measure of search engine efficacy greatly differs from the usual criteria of information retrieval which dictates that search engines should be measured according to the criteria of precision and recall.1

METHOD
1. Select a well-defined group of citizens; e.g., students at the University of California; regular participants in the Usenet newsgroup alt.politics.elections; etc.

2. Select a number of public opinion poll questions that can currently be found on the website of The Roper Center for Public Opinion Research at the University of Connecticut

---

1 “Consider an example information request I (of a test reference collection) and its set R of relevant documents. Let |R| be the number of documents in this set. Assume that a given retrieval strategy (which is being evaluated) processes the information request I and generates a document answer set A. Let |A| be the number of documents in this set. Further, let |Ra| be the number of documents in the intersection of the sets R and A. ... The recall and precision measures are defined as follows. Recall is the fraction of the relevant documents (the set R) which has been retrieved: i.e., Recall = |Ra| / |R|. Precision is the fraction of the retrieved documents (the set A) which is relevant; i.e., Precision = |Ra| / |A|. ” (Baeza-Yates and Ribeiro-Neto, 1999: 75).
An example of such a question is the one used above to illustrate the discussion of consensus bias.

3. Divide the selected group into three groups: two control groups and one experimental group.

   A. Control Group 1/With Poll Results/Gold Standard: Members of this sub-group are presented with the poll questions with knowledge of the poll results. They are then asked to answer the poll questions and estimate the distribution of responses within the entire group (knowing the distribution of results for a, presumably, larger more diverse population that was queried for the original poll).

   B. Control Group 2/No Information/Lead Standard: Members of this sub-group are presented with the poll questions with no knowledge of the poll results and asked to respond to the question and estimate the distribution of opinion within the entire group. They are given no means to investigate the distribution of the range of possible opinions.

   C. Experimental Group/With Search Engine: Members of this sub-group are presented with the poll questions and asked to respond to the questions and estimate the distribution of opinion within the entire group. To help them with their estimates, members of this subgroup are given access to one of three existing search engines for online discussions.

Hypothesis: Sufficient usage of search engines will decrease measurable consensus bias. Control Group 1 should have the smallest measure of consensus bias. Control Group 2 should have the largest. The Experimental Group – i.e., those with access to a search engine -- should perform better than Control Group 2 and slightly less well than Control Group 1.

Participants
Ninety-three undergraduates (28 women, 65 men, mean age = 20.1 years) at the University of California at Santa Cruz participated in the study for partial fulfillment of course requirements for an Introduction to Digital Media class. On the demographic survey, participants were asked to rate themselves on an ordered response scale with the following responses: 1 = very liberal, 2 = liberal, 3 = conservative, 4 = very conservative. Participants who chose not to answer this item were excluded from the analysis. The large majority of participants labeled themselves as liberal (n = 66), as compared to those labeling themselves as very liberal (n = 15) or conservative (n = 8). No participant chose the label of very conservative. Because there were not adequate numbers of participants in each political grouping, political affiliation was not included as a factor in the statistical analyses.
Materials
The first session of the study took place in a large-group lecture where participants completed the following two surveys: 1) a survey to collect demographic information and assess computer and Internet usage and 2) a multiple choice survey assessing political opinion on the topics of global warming, energy policy, and stem cell research. The political opinion survey items were selected from different national surveys from 2005 using the Roper Poll database.

The second session of the study was an individual lab session in which participants were presented with the same political opinion survey for a second time in an online format. After making their consensus estimates, participants completed an exit questionnaire with open-ended questions regarding the task and participant perceptions of online discussions.

Design and Procedure
Participants were randomly selected to make their consensus estimates in three conditions: a control condition, a search engine-condition, and a poll results condition. Control condition participants received no information to assist in making their estimates. Search engine-participants were instructed to use a search engine to read online discussions to help them make their consensus estimates. Within the search engine condition, participants were randomly assigned to one of the following three search engines: Google Groups, Omgili, or Technorati. Participants in the poll result condition were shown the national poll results for each of the survey items when making their estimates.

Participants in all groups were asked to estimate the percentage of students in their Introduction to Digital Media class that chose each survey response. Because the estimates for each survey item response should total to 100 percent, to assist participants in making their estimates, participants received a prompt alerting them if their estimates did not sum to 100 percent. Participants were allotted one hour to complete the estimating task for the 18 survey items, and participants were alerted to try to finish their estimates if they were not done ten minutes before the session was scheduled to end. Because participants in the control and poll results conditions typically finished before the one hour session was up, they were also randomly assigned to use one of the three search engines to estimate consensus for four random survey items. After completing the estimating task, participants completed a written exit questionnaire and were then debriefed regarding the goals of the study.
RESULTS

The General Consensus Bias Effect

The consensus bias effect is defined here as occurring when participants who endorse a survey response provide higher estimates of consensus than participants not endorsing that response (Ross, et al. 1977; Krueger & Zeiger, 1993). The following analyses will compare estimates made for survey responses that are chosen, or endorsed, versus the estimates for responses which are not endorsed by a participant.

The following analysis looks at the relative levels of consensus estimate for endorsed responses versus non-endorsed responses in the three experimental conditions, collapsed across survey items. A 2 (endorsement: endorsed or non-endorsed) x 3 (condition: control, search engine, and poll results) ANOVA with consensus estimates as the dependent variable showed a significant main effect for endorsement, where the mean consensus estimate for endorsed survey responses ($M = 36.28, SE = .92$) was significantly higher than the mean consensus estimate for non-endorsed responses ($M = 17.89, SE = .26$), $F (1, 89) = 245.68, p <.001$, but there were no other significant main effects or interactions. The consensus bias effects were replicated across all experimental conditions.

Our study also resulted in several other results. We do not have the space, in this paper, to provide a detailed description of these other results, but we anticipate a longer, journal article will soon be forthcoming. Below we shortly describe some of these results.

Aside from relative levels of consensus estimates, we were also interested in the accuracy of estimates made when response options are endorsed or non-endorsed. We expected that participants without information to make their estimates should be the least accurate of the three groups and should have the largest difference scores; participants with some source of information to use in the estimation task (i.e., reading online discussions or poll results) should have lower difference scores than the control condition. We found that participants in the poll results condition made more accurate estimates as compared to the participants in either the control or search engine condition.

We were interested in seeing how closely the survey results from our UCSC student sample resembled the survey results from the national samples, because if national survey data is greatly divergent from the local results, this necessarily affects the utility of the national data in helping participants make estimates for the local population of UCSC students. For the most part, we found that the national data was helpful to participants in their efforts to estimate the distribution of their classmates’ responses.
We also examined the effects of opinion popularity on estimation bias. Opinion popularity interacts strongly with endorsement \( F (1, 1072) = 60.39, p<.001 \), and this interaction corroborates the result of Mullen and Hu (1988) where consensus bias differs for those who choose the majority option versus the minority option.

**DISCUSSION**

The main goal of this study was to see if consensus bias effects would be reduced when participants have different information sources, such as online discussions or national poll results to aid in making their estimates. As expected, consensus bias effects were observed across all conditions of the experiment; participants who endorse responses to survey items will give higher estimates of consensus than participants not endorsing those same responses. However, participants who had access to national poll results made significantly more accurate consensus estimates relative to the control and search engine groups. Searching and reading online conversations were not as effective as national poll results were in helping participants estimate consensus for political opinions. Our study was able to use the relative differences in the amount of consensus bias in the three conditions to demonstrate that not all information sources are equally useful in the task of understanding consensus. Aside from finding the consensus bias effect in all conditions of the experiment, this study also replicated the effect of response popularity on consensus estimates for different items. The general effect across items was that when participants endorsed an option that only a minority of students endorsed, those participants overestimated the proportion of students selecting that option, and vice versa, although the underestimation of majority-endorsed choices was not as extreme. Experimental condition did not seem to affect this general finding.

It seems that a combination of cognitive (e.g., selective exposure to information) and motivational effects (i.e., deviance concern) results in the consensus bias observed in this study. However, the cognitive informational effects seem to be more influential in this particular study, when one considers that only participants with poll results were able to make more significantly accurate consensus estimates as compared to controls. *Although searching for and reading online discussions might have been useful in understanding the opinions of others, and thus act to reduce consensus bias, our study found that this was not the case.*

In their current state, search engines for online conversation simply point users to where people are talking about a given topic, but do not help the user understand the aggregation of opinions contained within the different conversations. Despite some of the problematic characteristics of online conversation, we feel that it should be possible for a specialized search engine to provide the user with a
macro-view of opinions on a given political topic. Contemporary technologies of corpus-base computational linguistics, social network analysis, pattern recognition and machine learning, information retrieval, and information visualization could be applied to the computation and display of opinion “clusters” that would assist users to summarize and visualize the range of opinions. We have been working on the design of such a system that uses conversational data from newsgroups, blogs, and discussion lists (Sack et al., 2005). However, designing and implementing such a system is not simply a matter of assembling a set of well-known technologies.

Unfortunately, most previous computer technologies have been evaluated using criteria that are tangential to, if not at cross-purposes with, the criteria of deliberative democracy. This paper is an attempt to demonstrate how one might evaluate software using ideas and criteria from political psychology, public opinion polling and social cognition.
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