Abstract: Mailing lists, newsgroups, and weblogs are just three examples of a large set of new discussion forums that are sited on the Internet. In these forums citizens across the world conduct a new form of many-to-many, cross-border relations. New forms of governance and collective action are taking place on the Internet and national and international governmental and non-governmental organizations propose to initiate additional forms of “cyber-democracy” or “e-government.” Unfortunately, no existing theories of discussion, dialogue or the “public sphere” are adequate to the task of articulating the form or significance of collective discussions that often involve hundreds or thousands of people. This chapter proposes a new name for these online, many-to-many exchanges: very large-scale conversation, or VLSC. A set of theoretical insights and computational tools are proposed for exploring VLSC. The hybrid practice of designing software and articulating theories of VLSC is described as discourse architecture. The Conversation Map -- a software system for summarizing, visualizing and browsing VLSC -- is presented and several, sample maps of VLSC are discussed.

Introduction: What is Discourse Architecture?

Historically, new spaces for public discussion have been invented every few centuries (e.g., the agora, plaza, town square, town hall, cafe, newspaper, etc.). The introduction of electrical and electronic technologies in the twentieth century accelerated the rate of change in public spaces to a pace measured in decades (e.g., film, radio, television). Now with the increasing ubiquity of computer networks new spaces for public discussion and exchange are invented, introduced, and updated on an almost continual basis (e.g., email, newsgroups, IRC, the weblogs, instant messaging, Napster, Gnutella, etc.).

This exponential increase in the rate of change has reached the escape velocity of the disciplines and professions normally accorded the responsibility to design, build and analyze public spaces. No longer is it only architects, civil engineers, and urban planners who design spaces for public discussion. Symptomatic of this transformation is a proliferation of new architectures of computers and networks that are not designed by traditional architects; e.g., computer architectures, network architectures, information architectures. Conversely traditional architecture has become increasingly involved in efforts to extend its methodologies to cover computer networks by rendering them as "cyberspaces."

The gaps between discourse, code, and architecture have now been bridged to the extent that it is crucial for us to understand issues such as the legal ramifications of network architectures on free speech.\(^1\) Today public spaces for discussion include bits as well as bricks and boards. This convergence of language and architecture has frequently produced an assemblage that fails like the Tower of Babel. Discourse specialists (e.g., linguists, sociologists, legal scholars, political scientists, etc.) have not often enjoyed the reputation of great designers of spaces and architectures. On the other hand, artists, designers, engineers, and architects -- renowned for their abilities to envision and execute the configuration and mixing of spaces and materials -- have often been typified as inept in the skills of writing and speaking. But, we are now at a point in time when the future of the public space depends upon the ability to mix discourse and architecture in a new area of endeavor called discourse architecture.

Network architecture is the computer science of connecting machines to machines. Information architecture is primarily practiced by librarians, database, and
web designers to connect people to machines by making it easy for people to find information on networked machines. Discourse architecture is the practice of designing environments to connect people to people through networked computers. Or, more specifically, discourse architecture is the practice of designing networked environments to support conversation, discussion, and exchange between people.

Prior work in this area includes that of the original Discourse Architecture Laboratory, a research group at Apple Computer. Closely related is a large variety of work in Computer-Supported Cooperative Work (CSCW), Computer-Human Interaction (CHI) and Computer-Mediated Communication (CMC). Most recently a number of research groups have emerged to focus on what has been called social computing and social informatics. Groups of this sort now exist at a number of industry research labs, universities and non-profit organizations. Unlike many scholars who work in CSCW and CMC, researchers in the area of social computing have identified earlier work in architecture and urban design as useful and interesting for the design of networked spaces. Discourse architecture is an area of social computing in which environments for discussion are of primary importance.

The practice of discourse architecture entails two kinds of work. One kind of work concerns the extension and use of methods from art and design. The second kind of work employs and further develops ideas from the humanities and social sciences:

1. As a practice of design, discourse architecture concerns the design and implementation of new computer network technologies for discourse; that is, the means to shape the conversation that takes place within a given system. Just as physical
architecture facilitates certain activities and inhibits others (compare, for instance, the exchanges supported by amphitheaters versus those supported by cafes), so do system architectures facilitate certain types of conversations. For example, media architectures like television broadcasting facilitate one-to-many exchanges, but do not directly support a democratic, many-to-many exchange between people. In contrast, the Usenet newsgroup network protocol, for instance, does support many-to-many exchanges. Prior work exists in the fields of architecture, urban design, and the arts.

(2) The criteria for evaluating any given discourse architecture depends upon some means to critique the form, character, content and extent of the supported discourse. Thus, discourse architecture is concerned with the structure of conversation itself; i.e., with how the utterances of a conversation interrelate and build upon one another. Discourse architects are interested in analytical techniques for identifying conversational structure and explicating the forces that shape it. Relatively little research has been done to understand how network architectures influence existing patterns of discourse or facilitate new patterns. Furthermore, the work that has been done is spread across a wide array of humanities and social science disciplines such as linguistics, literature, theater, philosophy, anthropology, communications, computer science, information science, political science, psychology, rhetoric, and sociology, and draws on diverse theories and methods. Consequently, the practice of discourse architecture entails the extension, synthesis, and production of new knowledge appropriate to disciplines of the social sciences, arts, and humanities.
This chapter is an introduction to discourse architecture. It is an introduction by example. First a new area of discourse is identified; an area that will be referred to as *very large-scale conversation* (VLSC). It is usually conducted on the Internet through the exchange of email. VLSC facilitates many-to-many exchanges between citizens across international borders. I argue that VLSC poses a fundamental challenge to existing social science methodologies because it constitutes a different scale of conversational interaction, a scale that has not been previously addressed by social science. I propose a computationally-enabled means to understand and theorize VLSC and illustrate this proposal with a prototype piece of software, the Conversation Map. Finally, I argue that the Conversation Map is not just a tool, but is also a *technology of the self*, a means of self-reflection.

**Very Large-Scale Conversation**

On the Internet there are now very large-scale conversations (VLSCs) in which hundreds, even thousands, of people exchange messages across international borders in daily, many-to-many communications. VLSC is an emergent communication medium that engenders new social and linguistic connections between people. It poses fundamental challenges to the analytical tools and descriptive methodologies of social science previously developed to understand conversations of a much smaller scale.

VLSC is both a well-known phenomenon but also, simultaneously, something as yet largely unexamined by designers and social scientists. On the one hand, VLSC is
well known in the form of busy Usenet newsgroups and large, electronic mailing lists and weblogs. For participants and observers alike, VLSC manifests itself as huge lists of messages in a conventional email reader like RN, Eudora, or Netscape Messenger.

Figure 1: Netscape Messenger – a typical, contemporary view of VLSC

On the other hand, VLSC is largely unexamined. What does it mean to have a conversation that involves hundreds or thousands of people? Existing theories of conversation and discourse do not cover this scale of conversation. Moreover, very little design work for VLSC has been done. For example, why is VLSC usually represented as
a long list of email messages? Isn't something better possible? In fact, with a better theory of VLSC, better software for navigating VLSCs can be designed.

Detailed, micro-analyses of face-to-face conversation usually involve a very different kind of work and produce a very different type of research result – i.e., a very different type of knowledge -- than do macro-scale analyses of discourses involving thousands or millions of people. This micro/macro divide is a recurrent one in many of the social sciences and has been widely discussed in, for example, economics and sociology. Bridging this divide for the analysis of VLSCs is necessary because, on the one hand, the phenomenon under examination is macro-scale by definition; but, on the other hand, one of the most ethically important motivations for analyzing VLSCs is to give participants a means to find their way and locate their position in a VLSC. Consequently, standard social scientific methods of dealing with macro-scale phenomenon by working with norms and averages are unworkable because they risk effacing the contributions of particular individuals.

I will argue that a bridge can be found between micro and macro scale analyses of online conversations. This bridge is the lexicon or what might be called the “thesaurus” of a group conversation. On the micro-scale, contributions to a conversation are judged to be coherent and cohesive partially according to whether or not they are taken to be “on topic” by the participants. Knowledge of deviation or convergence with a given topic is based on knowledge of a lexicon; i.e., according to the relationships between and the definitions of words. But, over the course of the lifetime of a group, new (e.g., slang) words are coined, some words gain new meanings and others lose their currency,
connotations, or the controversy that surrounds them. Thus, conversation both depends upon and changes the lexicon or “thesaurus” of a group.

This conceptualization of VLSC -- as the substrate and catalyst of community -- is concordant with a large amount of work in sociolinguistics and the sociology of knowledge. Roughly speaking, what characterizes many of these sociolinguistic and sociological approach to conversation and discourse is this: through the production and reproduction of a way of speaking and/or writing about certain, pivotal subjects a group is formed and distinguishes itself from other groups. Thus, chemists in the eighteenth century distinguished themselves from alchemists by developing a new discourse that we now recognize as the science of chemistry. Rather than talking about water as an essential element, chemists talk of the combination of hydrogen and oxygen. So, a new way of speaking and writing simultaneously produces a new group (e.g., chemists) and unravels or divides itself from a preexisting group (e.g., alchemists).

A way of speaking and writing (re)produces limits and possibilities for the way a subject can be spoken and/or written about and, simultaneously, (re)produces a social structure (e.g., a group or community). This way of thinking about the process and product of verbal interaction is well-known in, for instance, conversation analysis. This way of describing the product or production of written and conversational forms has been termed "a discourse" by various European “continental” theorists:

... continental discourse theorists such as Foucault, Lyotard, Donzelot, Pêcheux, and De Certeau tend to use the term "discourse" to refer to relatively well-bounded areas of social knowledge. So, at any given historical conjuncture, it is only possible to write,
speak, or think about a given social object (madness, for example) in specific ways and not in others. "A discourse" would then be whatever constrains -- but also enables -- writing, speaking, and thinking within such specific historical limits. Thus while a discourse can be thought of as linguistic in one sense, it also has to be treated in terms of the conditions of possibility of knowing a specific social object (McHoul 1994: 944-945).

From this continental perspective it is, therefore, possible to talk about, for instance, "the discourse of chemistry." This usage of the term "discourse" (i.e., the use of the term discourse preceded by a definite or indefinite article like "the" or "a") is sometimes at odds or appears more-or-less incomprehensible to practitioners of other sorts of Anglo-American forms of discourse analysis. 7

In her book that compares and contrasts six different Anglo-American approaches to discourse analysis (speech act theory, pragmatics, ethnomethodology, interactional sociolinguistics, ethnography of communication, and variation theory), Deborah Schiffrin states

Discourse has often been viewed in two different ways: a structure, i.e., a unit of language that is larger than the sentence; and the realization of functions, i.e. as the use of language for social, expressive, and referential purposes (Schiffrin 1994: 339).

In other words, from an Anglo-American perspective, "discourse" is a name for a sequence of sentences (a structure) or a certain kind of language use (a function). But, from a European, continental perspective, "discourse" is either the result of language use
or the background conditions or context for a given sequence of sentences. Borrowing the trope of "figure/ground" from art history, one might say the difference between scholarly approaches to discourse analysis arise from the use of the term "discourse" to describe figure versus use of the term "discourse" to describe ground. Or, alternatively, the conflict involves the use of "discourse" as a name for text versus the use of "discourse" as a name for context.

Rather than sort out this knotty conflation and conflict of terminology, I will try to find a way around it. From a continental perspective one might talk about how a VLSC produces or reproduces a given or new discourse. From an Anglo-American perspective one might say that a VLSC is a discourse. Instead, I will simply state that a VLSC produces, reproduces, and relies on a set of social and semantic relationships. In the language of mathematics, one might say that there exists a mutually recursive relationship between a VLSC and a set of social and semantic networks. Or, one might say, the coherence of a VLSC depends upon social and semantic background knowledge, but, this background knowledge is also, at least partly, a product of the VLSC.

**Three Dimensions of Conversational Commonsense**

For conversations of a smaller scale (i.e., smaller than VLSC) it is possible to see when the background knowledge of a conversation is being abused or flouted. Commonsense, conversational, background knowledge can be described in a variety of ways; e.g., as a set of common associations and common terms, as a set of social and semantic networks,
or -- as will be elaborated below -- as a set of meta-functions named the *interpersonal*, the *textual*, and the *ideational* meta-functions by Michael Halliday (Halliday 1994: 179).

Divergences or differences of routine, conversational, background knowledge can produce misunderstandings and conflict, but they can also produce comedy. Consider the following one-liner from comedian Stephen Wright:

*I was driving down the highway one morning and I saw a billboard advertising a restaurant that said "Breakfast any time" so I stopped and ordered French toast in the Renaissance.*

The social coherence of a group underwrites conversation and depends upon a number of things. Semantics is just one of these things, but Wright's joke illustrates how the production of common terms -- a shared semantics -- is important to conversation.

If the terms of conversation are followed, but the conventional turn-taking "rules" are not, another sort of nonsense is produced. Lewis Carroll illustrates the "rules" of riddles when he has the characters of *Wonderland* violate them.

"*Have you guessed the riddle yet?*” the Hatter said, turning to Alice again.

"*No, I give it up,*” Alice replied: “*what’s the answer?*”

"*I haven’t the slightest idea,*” said the Hatter.

"*Nor I,*” said the March Hare.

Alice sighed wearily. “*I think you might do something better with the time,*” she said, “*than wasting it in asking riddles that have no answers*” (Carroll 1960: 97).
The common terms and rules of conversation are tightly coupled in the production of the cohesion of a conversation. When the cohesion is deliberately undone, the conversation is unhinged as this snippet from Eugene Ionesco's absurdist play *The Bald Soprano* illustrates. Suddenly, in this dialogue sequence, all of the people being discussed are named Bobby Watson:

Mrs. Smith: "But who would take care of the children? You know very well that they have a boy and a girl. What are their names?"

Mr. Smith: "Bobby and Bobby like their parents. Bobby Watson’s uncle, old Bobby Watson, is a rich man and very fond of the boy. He might very well pay for Bobby’s education."

Mrs. Smith: "That would be proper. And Bobby Watson’s aunt, old Bobby Watson, might very well, in her turn, pay for the education of Bobby Watson, Bobby Watson’s daughter. That way Bobby, Bobby Watson’s mother, could remarry. Has she anyone in mind?"

Mr. Smith: "Yes, a cousin of Bobby Watson’s."

Mrs. Smith: "Who? Bobby Watson?"

Mr. Smith: "Which Bobby Watson do you mean?"

Mrs. Smith: "Why, Bobby Watson, the son of old Bobby Watson, the late Bobby Watson’s other uncle” (Ionesco 1958).
Obviously, writers and comics know and bend the common terms and rules of conversation in order to produce these sorts of effects. Using insights of this sort, scholars like Roman Jakobsen have been able to explain the linguistic workings of avant-garde artistic literature (Jakobsen 1985), but the wittiness of more common performances also often depends upon an explicit understanding of how conversation engenders social cohesion and/or how the norms can be manipulated to reveal or break the underpinnings of social cohesion. It is equally as obvious that anyone who finds these manipulations funny or absurd has a set of well-developed intuitions about the rules and terms of conversation: the commonsense knowledge of conversation.

Each of the comedic examples above illustrates a different meta-function of language. According to Michael Halliday, language has at least three meta-functions: (1) ideational: language can represent ideas; (2) interpersonal: language functions as a medium of exchange between people; and, (3) textual: language functions to organize, structure, and hold itself together; this function allows the various devices of cohesion, including citation, ellipsis, anaphoric reference, etc. to be used (Halliday 1994: 179). The Steven Wright joke shows what can happen when the ideational meta-function breaks down. The selection from Alice in Wonderland illustrates the breakdown of the interpersonal meta-function. And, in Ionesco's dialogue the textual meta-function is thwarted by a breakdown of lexical cohesion. The point of these examples is simply to give examples of what might be considered the three different dimensions of commonsense knowledge about conversations that must be in place for a conversation -- and so, transitively, a group of interlocutors -- to hold together.
When one or all of these sorts of conversational background knowledge fall apart, the result can be funny. But, by only citing the absurd and the comedic it is difficult to picture what can be lost if the terms or rules of conversation are questioned or broken. While these questions and breaks can be funny, they can also arouse anger or mistrust.

Harold Garfinkel asked his students to document this, the breakdown of common terms assumed in conversation; i.e., to document the breakdown of the ideational meta-function. In the course of everyday conversation, Garfinkel's students questioned the assumed, common terms. The results were graphic. In the following accounts Garfinkel's students play the role of the so-called "experimenter" (E).

The subject was telling the experimenter, a member of the subject's car pool, about having had a flat tire while going to work the previous day.

(S) I had a flat tire.

(E) What do you mean, you had a flat tire?
She appeared momentarily stunned. Then she answered in a hostile way: "What do you mean, 'What do you mean?' A flat tire is a flat tire. That is what I meant. Nothing special. What a crazy question!"

..."On Friday night my husband and I were watching television. My husband remarked that he was tired. I asked, 'How are you tired? Physically, mentally, or just bored?'

(S) I don't know, I guess physically, mainly.
(E) You mean that your muscles ache or your bones?

(S) I guess so. Don't be so technical.

(After more watching)

(S) All these old movies have the same kind of old iron bedstead in them.

(E) What do you mean? Do you mean all old movies, or some of them, or just ones you have seen?

(S) What's the matter with you? You know what I mean.

(E) I wish you would be more specific.

(S) You know what I mean! Drop dead!

...

The victim waved his hand cheerily.

(S) How are you?

(E) How am I in regard to what? My health, my finances, my school work, my peace of mind, my ...?

(S) (Red in the face and suddenly out of control.) Look! I was just trying to be polite. Frankly, I don't give a damn how you are (Garfinkel 1967: 43-44).

These examples make the risks clear. By questioning the common terms of conversation the students threaten the social contracts, or at least the smooth functioning, of various small groups of people: the car pool, the marriage, the friendship.
Questioning the common terms -- the ideational meta-function of language -- has risks. Analogously, there are risks to questioning the textual and interpersonal metafunctions. Using an ethnographic methodology, John Gumperz and his colleagues have documented how the textual and interpersonal meta-functions of language can break down in cross-cultural conversational situations. Consider the following utterances spoken by a Malaysian-born Indian immigrant in a London Adult Education class discussion about mortgages:

>Mortgages. If you are to buy a house. Who can get and who cannot get. What assumptions we made, what? If you work. If you don't work, can you get a mortgage? (Gumperz 1982: 25)

Gumperz et al. comment on this example: ...the difficulties here are in following the connections that are being made, and consequently in understanding the intention of the final questions. [The] example starts with a string of noun phrases that appear to announce the intended topics. Is the final question intended to elicit a review of the assumptions made at another time, or is it the commencement of discussion of the topic of "who can get and who cannot get" a mortgage? (Gumperz 1982: 25)

Of course, the "difficulties" that Gumperz et al. mention are their difficulties, not the difficulties of the speaker or her audience who are also, largely, English-speaking Indian immigrants. Gumperz et al. show how the structures and resources of grammar, prosody, and intonation of Hindi, Urdu, Punjabi, Gujarati, and Marathi are employed to join together multiple sentences when speakers of these North Indian languages speak
English. Thus, the difficulties in resolving the cohesion are mostly difficulties for native English speakers, not English-speaking Indians and Pakastanis. Consequently, even in a situation where the language being spoken is English and everyone in the situation is perfectly fluent in English, cross-cultural ties cannot, at times, be created because the textual and interpersonal meta-functions are produced very differently by members of different cultural groups.

This can have grave repercussions in legal, medical, and employment situations. In such situations bilinguals are sometimes thought to not be telling the truth because their testimony seems to be self-contradictory when interpreted by monolinguals; or, the bilingual does not receive the medical care they need because the doctor doesn't understand them; or, the bilingual doesn't get the job because the monolingual thinks the bilingual is hard to understand. In other words, in such situations -- unlike the example situations of Garfinkel -- the social fabric of a group is not ripped; rather, the group or social relationship is never threaded together or is clipped off right from the start.

Obviously the ideational, interpersonal, and textual relations established through inter- and intra-cultural conversational interactions do not remain static. Some groups become closer knit over time. Others fall apart. Intercultural, multilingual interactions can produce creoles and new forms of intelligibility; or, unfortunately, such situations can deteriorate through repeated miscommunication and so cross-cultural conversation can become more and more difficult. To understand these shifts it is necessary to understand how a series of conversational interactions "add up" and, thereby, influence the performance of the meta-functions of language. For instance, how can good "first
impressions" make interactions thereafter easy? Or, how can a set of misunderstandings lead to diminished rapport between people who have gotten along for years?

The Micro-Macro Divide

It is quite easy to roughly characterize the difficulties of visualizing VLSC as a substrate and catalyst for community. It is a "chicken and egg" problem. The communities of VLSC – and thus, also, the conversational commonsense of the community -- do not pre-exist the VLSC except in some very vague manner. The texture and ideas of online communities come through collective actions and individual interactions, but it is difficult to see how a multiplicity of such (inter)actions might add up to, for instance, a coherent conversation, or, what in continental theories might be called a discourse. The difficulty is what is often referred to as the micro-macro problem by social theorists: how can a large number of individual interactions add up to a larger social or political force and, vice versa, how does a larger social force act on small-scale, even intimate interactions?

Social theory has been in general terms concerned with different levels of analysis. In economic theory we are familiar with the idea of micro and macro economics to describe these different levels. Micro economics is concerned with the economic activity of individual economic units such as the household. Macro economics considers the behavior of the economy as a whole. Political science and sociology also work with such
a distinction. In commonsense terms the micro level is the level of everyday interaction typically involving face-to-face negotiation between individuals. By contrast the macro level refers to the global structure of societies, and the analysis of major institutions such as the interface between the economy and politics; it also deals with large-scale collective action such as global social movements. The majority of social theorists recognize implicitly some form of this distinction, and various social theories have attempted to explicate the relationship between the micro and macro levels (Turner 1996: 222).

Just as there is a micro/macro divide in economics and sociology research, there is also a micro/macro divide in discourse and conversation analysis work. The great majority of work done on conversation, by linguists and sociologists, are micro-analyses of interactions between a small group of people. For example, work in conversation analysis often examines interactions between two or three people. Larger-scale work includes analyses of individual classrooms or small group interactions involving ten, twenty, or thirty people. But large-scale work in examining interactions between hundreds or thousands of people, for instance, in online newsgroups or interchanges in scientific literatures, usually effaces so many of the rich language details that micro-analyses take particular care with that these large-scale investigations are a completely different species of work. These studies are, in other words, macro-analyses and it is difficult to see whether or how they complement the work of micro-analyses. Historically, the most expedient thing to do has been to choose either a micro- or a macro-analysis methodology and then ignore the results of the other. However, this is
not an option for VLSC because it is large-scale, thus macro, in size, but its rich details are what makes it a conversation rather than just, for example, an "information superhighway."

For instance, recent work by Steve Whittaker, Loren Terveen, Will Hill, and Lynn Cherny on "The dynamics of massive interaction" analyzes the headers (i.e., the to:, from:, references:, etc. forms) of several million email messages to investigate online conversational dynamics, but they do this analysis by completely ignoring the contents of the messages (Whittaker, Terveen, Hill and Cherny 1998). Arguably, this sort of methodology -- like a lot of work in sociology on social networks\textsuperscript{12} and co-citation analysis\textsuperscript{13} -- is an exploration of some of the interpersonal dimensions of the medium of VLSC, but it leaves untouched the textual and ideational relations established or broken by VLSCs. Since the production and reproduction of social groups through VLSC is a function of at least all three of these aspects of language (the interpersonal, the textual, and the ideational), a strictly social network-based examination (whose responding to whom) is not sufficient as a complement to detailed micro-analysis work.

Conversely, much other large-scale work has been done on text corpora that reveals recurrent patterns of ideational and textual relations, but that ignores how a series of texts can produce or reinforce a social network, a set of interpersonal relationships. For example, corpus-based, computational linguistics work has developed technologies for automatically compiling rough-draft thesauri given a large archive of texts\textsuperscript{14}; or, given an archive of tagged and bracketed texts, machines have been developed to automatically generate a grammar and a parser;\textsuperscript{15} or, given a set of texts that mention many of the same people or places, some newly developed machines can now automatically hyperlink the
texts so that entities in one text are automatically connected to mentions of the same entities in other texts. Many of these same techniques have been taken up by sociologists of science working in the area of actor-network theory. For example, Geneviève Teil and Bruno Latour describe a machine that uses measurements of conditional probability and mutual information to automatically compile a rough-draft thesaurus from a corpus of scientific abstracts (Teil and Latour 1995: 47-65).

The difficulty with visualizing the conditions and productions of VLSC is therefore the following. Even though it would be ideal to simply "scale-up" the methodologies of the micro-analysis of conversations and discourse, such methodologies can no more be "scaled-up" than the rich insights into bird flight gathered by a keen-eyed ornithologist can be "scaled-up" to analyze the dynamics of jet airplane travel. This is because these micro-scale analyses require too much of the analyst. Often a micro-analysis of a conversation demands that the analyst identify the intentions of the participants; this is nontrivial if not impossible to do for a discussion that involves thousands of people.

Moreover, previous attempts to create theoretical tools for the examination of large text corpora have often neglected one or another meta-function of language (e.g., the interpersonal, the textual, the ideational) that is clearly important for conversational interaction. These large-scale theories of language are not adequate as large-scale theories of conversation because they leave too many details out. Large-scale work tends to fall into either (a) a social network type of work, that usually leaves out a lot about the contents of the text or talk exchanged; or, (b) a corpus-based linguistics style of work that tends to overlook too much of the interpersonal, or social structure of the texts examined.
If, however, these two different styles of macro-analysis could be combined, then a richer picture of the combined social and semantic (re)productions of VLSC could be painted.

**Thesauri and Conversational Commonsense**

If these different sorts of macro-analysis (social network-based and computational linguistics-based) are to be connected together a linkage point must be found. By looking at the history of discourse analysis a linkage point can be found: it is the *thesaurus*.

In the first essay in linguistics to mention discourse analysis, Zelig Harris provided a rough-draft version of this linkage point. In his 1952 journal article, Harris explains that the key to discourse analysis is to find corpus-specific equivalencies:

*Suppose our text contains the following four sentences:* The trees turn here about the middle of autumn; The trees turn here about the end of October; The first frost comes after the middle of autumn; We start heating after the end of October. *Then we may say that* the middle of autumn *and* the end of October are equivalent *because they occur in the same environment* (The trees turn here about --), *and that this equivalence is carried over into the later two sentences.* *On that basis, we may say further that* The first frost comes and We start heating *occur in equivalent environments* (Harris 1952: 6).

In the Anglo-American traditions of discourse analysis no one has followed up on Harris' work.¹⁹ However, the description provided by Harris on how to find
"equivalencies" is a sort of technically unnuanced description of the sort of work that some researchers in contemporary, corpus-based, computational linguistics have undertaken to automatically generate or extend thesauri. Harris' insight about what he called his "distributional analysis of discourse" was that regularities within a given discourse, rendered as "equivalencies," could be descriptive of the cultural specificities produced and reproduced within a given discourse. By blending the technology of contemporary corpus-based linguistics with Harris' insight, it is possible to use this insight as a pivot point through which different kinds of macro-analysis connect together with the concerns of micro-analysis of conversation.

Consider the following conversational exchange:

A: What sorts of fruit do you like?
B: Oh, apples and bananas.
A: What about strawberries? Do you buy them when they're in season?
B: No, I don't really like berries.

To find the lexical cohesion between the statements in this exchange it is necessary to know that apples, bananas, strawberries, and berries in general are all kinds of fruit. Knowing this it is possible to say that this short sequence concerns fruit, but it is also possible to say that A and B have had a verbal exchange concerning fruit. In short, thesaurus-like knowledge about fruit provides a means for more specifically describing interpersonal and textual relations of the conversation.
Within the micro-analysis specialty of conversation analysis, scholars have noted the key role that thesaurus-like knowledge of categories plays in the construction of coherent sequences of dialogue. For instance, in elaborating his theory of categories, the inventor of conversation analysis, Harvey Sacks, provided the following definition and example:

Sacks refers to activities which imply identities as category-bound activities (CBAs). His definition is as follows. Category-bound activities: "many activities are taken by Members to be done by some particular or several particular categories of Members where the categories are categories from membership categorization devices" (Sacks 1992: 249). CBAs explain why, if the story read "The X cried. The Y picked it up," we might have guessed that X was a baby and Y was a mommy. Crying, after all, is something that babies do and picking up (at least in the possibly sexist 1960s) is something that mothers did (Silverman 1998: 83).

Similar observations about the key role of semantic and pragmatic associations for given terms in the construction of the coherence and cohesion of texts was realized within some work in computational linguistics. However, this computational linguistics work, like most other non-Harris-like, computational work on discourse analysis has been -- for all practical purposes -- a methodology of micro-analysis of conversation and discourse.

What has been left unexplored is the fact that there now exist empirical methods applicable to large-scale corpora that can provide a means for documenting the
emergence categories of terms, what Harris called "equivalencies" between terms. But, it is not the case that these new techniques from corpus-based linguistics can automatically bridge the theoretical chasms dividing micro from macro conversational analysis and social network versus computational linguistic macro analyses. One more theoretical insight is necessary: even as much as the textual and interpersonal relations are influenced by the ideational relations (i.e., the semantic links articulated in thesaurus-like compilations), the inverse is also true. In other words, the social and semantic aspects of VLSC are related in a mutually recursive manner: ideational $\rightarrow$ textual $\rightarrow$ interpersonal $\rightarrow$ ideational $\rightarrow$ …

From the word usages (what Ferdinand de Saussure would call parole or what Noam Chomsky would call performance) in a corpus of texts, a set of equivalencies and thus a rough idea of semantic relations between terms can be derived with the procedures of corpus-based, computational linguistics. These "equivalencies" can be compiled as a kind of rough draft thesaurus. The categories and equivalencies in the thesaurus have, in turn, an influence of how cohesion (i.e. textual) and social (i.e., interpersonal) relations are labeled. By looking at which terms are important to a conversation (i.e., which terms label a large number of social and cohesion relations present in a corpus of multi-authored texts (e.g., an archive of email messages), one can get a feel for which parts of the rough draft thesaurus are important. The ways in which these highlighted elements of the rough draft thesaurus are "spoken about" by members of the conversation provides a means for characterizing the conversation as a whole. Thus, for instance, a conversation that associates “water” with "hydrogen" and "oxygen" might be characteristic of a conversation of chemistry rather than a conversation of alchemy.
As conversations and so cultures and commonsense evolve, so do the thesauri that can be derived from them. This is true too of more official, hand-compiled reference works. Very large-scale conversation is an eclectic domain because, as it is presently practiced on the Internet, participants can come from a wide diversity of cultural backgrounds and so what is or is not commonsensical cannot be enumerated beforehand. An understanding of VLSC requires a perspective that allows one to see, for instance over the course of a long-term conversation, how commonsense is produced, reproduced, extended, and changed by a group of – potentially culturally diverse – participants. The political philosopher Antonio Gramsci gives us just such a picture of commonsense:

*Every social stratum has its own “common sense” and its own “good sense,” which are basically the most widespread conception of life and of men. Every philosophical current leaves behind a sedimentation of “common sense”: this is the document of its historical effectiveness. Common sense is not something rigid and immobile, but is continually transforming itself, enriching itself with scientific ideas and with philosophical opinions which have entered ordinary life... Common sense creates the folklore of the future, that is as a relatively rigid phase of popular knowledge at a given place and time* (Gramsci 1971: 326 as cited in Hall 1982: 73).

From this perspective, commonsense is accumulated and transformed through the process and productions of science, philosophy and other powerful conversations, discourses, and practices. This is a perspective that has been useful for understanding the
workings of older media (e.g., newspapers, television, film, etc.) and could, potentially, be of use to understand and design for new forms of mediation like VLSC.  

**Maps of Very Large-Scale Conversation**

Discourse architecture entails two kinds of work: (1) the design and implementation of new computer network technologies for discourse; that is, the means to shape the conversation that takes place within a given system; and, (2) the production and employment of analytical techniques for identifying conversational structure and explicating the forces that shape it. This paper has, so far, only discussed the second kind of work.

I have argued – following Michael Halliday – that conversational commonsense has at least three crucial dimensions: the interpersonal, the textual, and the ideational. Using examples from art, comedy, and sociology, I have illustrated how the breakdown of conversational commonsense can have effects both comedic and/or dire for social cohesion. I have hinted how new and old thinking about thesauri gives one insight into the constitution of conversational commonsense. Finally, I have asserted – with Antonio Gramsci and Stuart Hall – that commonsense is an “accretion” dynamically produced and transformed by the groups that it links: conversational commonsense is defined in a mutually recursive relationship with the social group that invents and reproduces it.

To illustrate the other aspect of discourse architecture – the design and implementation of new computer network technologies for discourse – I present a
system, the Conversation Map, designed to visualize the three dimensions of VLSC commonsense and its emergence and transformation. The Conversation Map system accepts a corpus of hundreds or thousands email messages and analyzes those messages using a set of computational linguistics and sociology techniques in order to generate a summary of the messages that includes (1) who is reciprocally replying to or quoting from whom – i.e., the *interpersonal* dimension of the conversation; (2) the themes of discussion that are important to the conversation embodied in the messages – i.e., the *textual* aspect of the conversation; and, (3) what can be understand as some of the emergent definitions or metaphors of the discussion that are apparent if, in a certain sense, all of the participants’ language inscribed in the text -- i.e., the content -- of the email messages is analyzed and “summed together.” This last aspect is performed through the automatically calculation of a rough draft thesaurus from the written content of the email messages. In short, the Conversation Map is designed to make the three dimensions of VLSC commonsense visible: i.e., the *interpersonal*, the *textual* and the *ideational*. More specific and technical descriptions of the Conversation Map system can be found elsewhere. Here we will simply examine a few examples of the maps that were automatically generated by the system.

One unprecedented activity that the Internet has made possible is the debate of international politics by ordinary citizens in different countries on a daily basis in a public “space” where people do not necessarily know one another before the debate begins. Such a debate occurs regularly in weblogs, listservs and Usenet newsgroups. The following examples are all drawn from public, Usenet, newsgroup discussions and they
all illustrate ways of understanding these new horizontal, transnational relations conducted by “citizen diplomats.”

The first map – Figure 2 -- was generated from several hundred messages posted to the Usenet newsgroup soc.culture.palestine during the period 1 – 7 August 2001. The upper left corner of the map displays a social network. Nodes in the network are message authors. A link between nodes indicates that two authors have mutually responded to and/or quoted from one another. Note the visible evidence of a relatively tight-knit group: there is one large cluster of authors with only a couple of author pairs floating off to the side. The upper center menu lists a series of discussion themes that the Conversation Map has counted in the bodies of serially posted messages (i.e., message “threads”). Note that the terms “Arab and Arabian” are counted as frequent themes of discussion. The upper right corner displays the output of the automatic thesaurus computations: terms that are linked are calculated to be potentially similar terms within the VLSC. Here one can see that “Israelis” and “Palestinians” are counted as possibly similar terms as are “Jews” and “Arabs” and “lands” and “peoples.”

Each of these three analyses (social network, themes, and semantic network) are cross-linked with one another. This is built into the software so that clicking on one panel highlights terms in the others. Thus, for instance, clicking on a theme highlights that part of the social network in which the participants have discussed the theme. The Conversation Map illustrates how the interpersonal, textual and ideational aspects of a VLSC are interrelated and, furthermore, shows how a generated thesaurus reveals some of the crucial equivalences under discussion by the group: How are Palestinians the same
as/different than Israelis? What makes Jews like Arabs? To what extent does the definition of a people depend upon a definition of land or country?

**Figure 2: soc.culture.palestine during the period 1 – 7 August 2001**

The next Conversation Map was generated from the same news group, soc.culture.palestine, but messages were collected a few days later; messages analyzed for this map include those posted between the 4\textsuperscript{th} and the 11\textsuperscript{th} of August 2001. In other words, there are some overlaps with the messages analyzed for the map in Figure 2. In Figure 3, one can see that the terms “Arab” and “Arabian” have ceased to be central themes of discussion. The social network has increased in size and fractured apart into several non-overlapping clusters, thus indicating that there is not just one conversation
taking place but, rather, several in the same space, i.e., the same newsgroup. Note also the possible equivalence drawn between entities common to conventional international relations; i.e., the posited equivalences between “government,” “nation,” and “state.”

Figure 3: soc.culture.palestine during the period 4 – 11 August 2001

By comparing Figure 2 and Figure 3, one can see how the VLSC of the newsgroup soc.culture.palestine changed over the course of a week and a half.

Figure 4 is a Conversation Map generated from over one thousand messages posted to the Usenet newsgroup soc.culture.afghanistan in the time period 24 – 28 September 2001. Note the highly fractured social networks. Note also the extremely generic semantic network including only abstract terms like “state, “country,”
“government,” “people,” etc. Unlike Israel and Palestine, Afghanistan had, at the time, only one Internet service provider. Writers knowledgeable about the specifics of Afghanistan are, consequently, relatively rare online. It is highly unlikely that anyone logged in from Afghanistan to post their side of the story to the newsgroup. In other words, it may be possible that some of these newsgroups do support a truly new kind of cosmopolitan, citizen-centered diplomacy. But, what happens in these cyberspaces is also inflected by what is happening offline. For U.S.—Afghani negotiations to take place in Usenet, the necessary infrastructure for the Internet would have to exist in Afghanistan.

Figure 4: soc.culture.afghanistan during the period 24 – 28 September 2001
The conversation maps in figures 2, 3 and 4 graphically summarize three collective productions achieved by groups of hundreds of people over the course of several days of online conversation:

(1) The social networks shown in the maps give some indication of the interpersonal relations of the groups: they indicate how often and with whom members of the groups are reciprocating messages;

(2) The lists of calculated discussion themes are created from a computational analysis of the words that are quoted and repeatedly taken up in sequences of messages. Discussion themes are listed according to the number of participants who have exchanged messages about the theme. Thus, the menus in the figures above can be understood as representations of the intertextual structure of hundreds or thousands of email messages and also as representations of a group’s current focus: the themes listed at the top of the list are themes addressed in the messages of many of the participants.

(3) Finally, by parsing the contents of all of the messages and recording which words, specifically which nouns, are used in a manner similar to which other nouns (i.e., which nouns are written about like which other nouns), a rough-draft thesaurus is computed for the group and partially displayed as a semantic network. Two nouns are plotted next to one another in the semantic network if, for instance, many participants have used the same set of adjectives to describe them, have associated the same set of verbs with them, and collocated them in messages along side a similar set of other nouns. Thus, for
example, if in the text of many participants’ messages of a given discussion group, two words, like “building” and “argument,” are both repeatedly described as having foundations; as being solid, strong, shaky, or weak; as collapsing, falling down, or standing up, then they may very well appear next to one another in the semantic network computed by the Conversation Map for that discussion group. This semantic network can be read as symptomatic of the emerging synonyms or metaphors that the group of participants in the discussion group are in the process of collectively creating or defining.

Note, however, that the procedure I have outlined above – keeping track of and comparing the lexical contexts of each noun used in the discussion – does result in a set of many semantic networks. And, for discussions of the size mapped in the figures above, it results in an analysis of several thousand nouns. Although all of these semantic networks for the thousands of nouns are computed by the Conversation Map, only one semantic network is displayed: the semantic network that contains nouns frequently used as themes of discussion and thus, which are the nouns that are arguably the current, collective focus of the group. Interestingly, in all three maps shown above, the noun “country” is within the groups’ collective foci.

The maps constitute representations of the VLSCs, but they also can be used as interfaces into the message archives. Another aspect of the Conversation Map that is not discussed in this chapter is the fact that the maps it outputs are executable as Java applets on the web. They are therefore in principle accessible to most of the discussion participants since they can be viewed as web pages. By clicking on the various aspects of the maps one can see how each piece of the map is cross indexed with other parts of the
map. Thus, for instance, clicking on a discussion theme will highlight that portion of the social network that has exchanged messages about the selected theme. See the main website for the Conversation Map to learn more about how the maps function as interfaces as well as representations: http://www.sims.berkeley.edu/~sack/cm.

**Deliberative Democracy and the New Public Sphere**

Is there a politics of very large-scale conversation? There are many such politics, but large, many-to-many exchanges between citizens are of especial interest as new forms of deliberative democracy.

*The most exciting and potentially revolutionary political application of a computer conferencing system is the facilitation of the direct participation and voting of citizens on important state or national issues. ... Perhaps the first operational use of computer conferencing systems to facilitate “participatory democracy” will be J.W. Huston’s Constitutional Convention project in Hawai’i. Funded by grants from local and mainland foundations, it is being designed to establish 21 community centers throughout the state to allow public participation in the 1978 Hawai’i Constitutional Convention...* (Hiltz and Turoff 1978: 195 & 197)

For at least a quarter century many have been excited about the possibilities of computer networks as a means of facilitating democratic participation. Reviewing the
area in the mid-1990s, sociologist Manuel Castells noted that local democracies appeared to be flourishing around the world and that “When electronic means are added to expand participation and consultation by citizens, new technologies contribute to enhanced participation in local government” (Castells 1997: 350). Collections, such as Tsagarousianou, Tambini and Bryan’s *Cyberdemocracy: Technology, Cities and Civic Networks*, documented how these experiments in local, online democracy were progressing in Amsterdam, Athens, Berlin, Bologna, Manchester, Santa Monica, and elsewhere (Tsagarousianou, Tambini and Bryan 1998).

At the national level, there has been less interest in citizen-to-citizen communication and more emphasis on delivering government services and documents (e.g., tax documents, forms for zoning petitions, legal codes, etc.) to citizens via the Internet. This understanding of the Internet as a one-way publishing and distribution network rather than as a many-to-many medium is due to a variety of entrenched economic and political interests. It is interesting to compare these political and technical efforts to produce the Internet, especially the web, as a one-way broadcasting medium with centralized control to similar efforts that have been suffered over the course of the last century; e.g., the re-creation of radio as a one-way medium. In fact, it appears to be the case that – as municipal websites become more and more common – even local governments seem most intent on supporting a one-way, “services” model of information delivery rather than many-to-many deliberative discussion.

Interesting and powerful exceptions do exist. For example, Stephen Coleman and his colleagues at the Hansard Society have initiated online, public forums to elicit public
opinion and encourage democratic deliberation on issues of national importance and communicated these results of online deliberation to the U.K. Parliament.\textsuperscript{26}

Many of the political scientists and communications experts now exploring the area of online, democratic deliberation have been deeply influenced by philosopher Jurgen Habermas’ conception of the “public sphere” and its transformations over the past three centuries (Habermas 1991).\textsuperscript{27} Habermas’ contention was that the public sphere constituted a set of norms and forums (e.g., the newspaper, the café, etc.) that allowed bourgeois society to meet and, through rational debate and deliberation, find consensus. Habermas’ diagnosis was dark: rational-critical debate largely disappeared in the twentieth century as citizens became consumers and so consumption -- rather than conversation -- dominated the forums of the public sphere. However, contemporary work in “community informatics” has proceeded with the hope that computer networks can provide a basis for a renewed public sphere where deliberative democracy can be supported.\textsuperscript{28}

Some of the more practical work necessary for the goal of supporting a new, online public sphere is well-defined. Exemplary organizations, like the Seattle Community Network (http://www.scn.org), provide community members with email accounts; host websites, online discussion forums and public calendars; provide help and computer training; and, facilitate low-cost or free distribution of computers and other necessary hardware. Some might wonder why this list of technical foundations for a new public sphere does not also include, for instance, multi-way video conferencing and/or streaming audio servers for all participants? In principle this would be possible and would allow many citizens to, essentially, run their own television and/or radio stations.
But, the practical essence is that most of this technology is too expensive and/or too complicated to support for large groups of people. So, community networking of today is especially dependent upon textual exchanges – like email, newsgroups, weblogs, etc.

Once the technical infrastructure has been put into place, the work that remains is not so well defined: How can online, deliberative discussions be engendered and facilitated? Activists and technologists attempting to support new forms of online democracy have had to turn to philosophy and political theory to help define the crucial issues: What is democracy? What is the “public sphere”? What constitutes deliberative discussion? These seemingly-abstract questions have become pressing concerns for community networks. I contend that few, if any, have a working definition of deliberative discussion when the discussion involves asynchronous, online exchanges between hundreds or thousands of people. Even at the local, civic level, online exchanges of this sort quickly reach the size of very large-scale conversations.

Attempts to produce working definitions of new, electronic forms of the public sphere and of large-scale, deliberative discussion can be found in the literatures of the arts, humanities and the social sciences. One body of work is critical insofar as it points out the weaknesses of a Habermasian ideal of the public sphere and its goal of consensus through rational discussion. Habermas’ original focus on the *bourgeois* public sphere was scrutinized and it has been pointed out that participants in the stated ideal were limited, for instance, by class, by gender, or by activity – specifically the democratic potential of rational discussion has been questioned by Jean-Francois Lyotard and others (Lyotard 1984). These critiques have yielded alternative ideals and alternative ideals for online exchanges have been articulated.
Another set of work takes as given a specific set of ideals of democratic discourse and then attempts to measure online exchanges against these ideals. This type of work can be problematic if either (1) the stated ideals of democratic discussion recapitulate the weaknesses already scrutinized and critiqued in Habermas’ original work; or, (2) the stated claims of the authors exceed the possible reach of their empirical work. The second flaw is caused by a misunderstanding of the scale of online discussion. There are, for instance, many researchers who have closely read a few hundred email messages and now claim to have an evaluation of Usenet as a possible, new form of the public sphere. These sorts of claims are mistaken. To understand the enormity of Usenet it helps to know that as of late-2003, Google (http://www.google.com) had an archive of over 800 million messages exchanged on Usenet newsgroups. At best, with an analysis of a few hundred messages, one might claim to have some insights into a fleeting moment of one newsgroup within Usenet. It is with this specific problematic in mind that I propose a theory and technology of very large-scale conversation.

The best of this literature is worth close examination because it points towards many interesting new possibilities. In his book, Democracy in the Digital Age, Anthony G. Wilhelms examines 500 messages (50 messages apiece from 6 Usenet newsgroups and 4 AOL discussion groups) and then makes sweeping claims like these: “If a democratic discussion is to be defined at least in part by the quality of the conversation, then the newsgroups analyzed in this study are not very deliberative” (Wilhelm 2000: 98). Examination of fifty messages is unlikely to provide enough evidence to warrant such an evaluation. For example, if one downloads even just the past week’s worth of messages from the six Usenet newsgroups examined by Wilhelm one gets the following
message counts: alt.politics.elections (220 messages posted in the past week); alt.politics.libertarian (1081 messages); alt.politics.media (647 messages); alt.politics.org.cia (104 messages); alt.politics.reform (62 messages); alt.politics.white-power (199 messages). Thus, the number of messages per group chosen by Wilhelm does not cover even a given week’s worth of messages exchanged on the smallest of the groups.

What is most interesting about Wilhelm’s study is his effort to define a set of necessary conditions for deliberative discussion. He then attempts to operationalize those criteria in order to determine if online discussions are deliberative. Wilhelm’s criteria of deliberative discussion are stated as a series of research questions:

(1) **Reciprocity**: “...To what extent do participants of virtual groups solely provide ideas and information versus seeking information from other forum members?...[Do] reciprocal acts occur[...] in which participants ... articulate their interests through talking, sharing ideas, and negotiating differences[?]” (Wilhelm 2000: 88)

(2) **Interactivity**: “...To what extent do participants of political groups exchange opinions as well as incorporate and respond to others’ viewpoints?” (Wilhelm 2000: 88-89)

(3) **Heterogeneity**: “...To what extent is there in-group homogeneity of political opinion on Usenet newsgroups? ... In this case, homogeneity is defined as the extent to which individual messages adhere to a certain political affiliation...” (Wilhelm 2000: 89).
(4) **Rationality**: “...To what extent are substantive, practical questions debated rationally in contradistinction to ad hominem argumentation not susceptible to criticism and grounding?” (Wilhelm 2000: 90)

Insofar as Wilhelm is one of many researchers inspired by Habermas, his criteria are representative of a larger literature on the issue of online, deliberative democracy. Moreover, his suggestions for operationalizing these criteria into a means of empirically investigating these questions suffer the same problem as other empirical work in the literature: the work does not scale to the size necessary to address the questions posed about public, online discussions like those of Usenet newsgroups. Wilhelm attempts to address these questions with a form of content analysis\(^{34}\) that requires a panel of judges to comb through and categorize the messages: a very laborious process that would cost a fortune to apply to thousands of messages. Other tested methodologies -- for example, survey methods -- suffer from the same problem: they do not scale to the size of public, online discussions.\(^{35}\)

To adequately address the questions posed by Wilhelm regarding Usenet newsgroups and other VLSC, it is necessary to have a theory and methodology of VLSC that is at least partially embodied in a piece of software. This genre of “theoretical software” has been, historically, well-known in social science, but is recently less-common that it used to be.\(^{36}\)

The Conversation Map simultaneously embodies and articulates a theory of VLSC and allows one to begin to address the questions posed by Wilhelm. Consider, for
example, a Conversation Map of one week’s worth of messages posted to one of the Usenet newsgroups studied by Wilhelm, alt.politics.elections. The map shown in Figure 5 was calculated from over a thousand messages posted to the group in the week before the 2000 U.S. Presidential election.

Figure 5: alt.politics.election for the week prior to the U.S. 2000 election

Illustrated below are examples of how one might begin to address Wilhelm’s questions with maps calculated by the Conversation Map system.

(1) **Reciprocation**: Are participants reciprocating with one another; i.e., are they responding and/or quoting from the messages of other participants? The social networks
provide a partial representation with which one can explore this question. In the map shown in Figure 5, the answer to this question is not a simple “yes” or “no.” Here it is possible to see a great number of social networks (recall that two participants are connected in the network if they have replied to each other and/or quoted from one another). Compare the social network shown here with the one shown in Figure 2, where practically all the visible participants are integrated into a single network.

(2) **Interactivity:** The Conversation Map graphically shows two ways in which participants are (or are not) incorporating or responding to others’ postings.

(2a) The calculated “themes of discussion” indicate which topics were repeatedly addressed in sequences of messages exchanged. These sequences are normally termed “message threads.” The lower half of every Conversation Map is a graphical representation of all of message threads analyzed. By clicking on a given theme, in the menu of themes, one can see which threads address the selected theme. The gray ovals highlighting the lower half of the Conversation Map shown in Figure 6 indicate all of the messages threads where then-Vice President Gore was a theme of discussion.

(2b) The portion of the social network shown in Figure 6 contains those pairs of discussants who have exchanged messages on the theme of Vice President Gore.

Well-focused, interactive newsgroups tend to have several themes of discussion that are repeatedly addressed in multiple, message threads and which cover substantial portions of the social network. In a sense, these two graphics show the extent to which a group of discussants stays “on topic” and cohesive.
(3) **Heterogeneity:** When “summed together,” does the language of the messages exchanged link together a diverse semantic field, or is it a relatively homogeneous set of comments? Examination of the calculated semantic networks (through double-clicking on terms and sets of terms in the semantic network) reveals the diversity of terms employed to describe the themes of discussion. For example, after selecting both “Bush” and “Gore” in the semantic network, one can double-click to demand a list of the terms used in the text of messages to describe Bush (displayed in Figure 7 in green), the terms used to describe Gore (shown in gray), and the terms that were applied to both Gore and Bush (written in white in Figure 7).
Figure 7: A partial list of the terms associated with Bush and/or Gore

Symptomatic of the hetrogeneity of opinion for a given topic is the diversity of lexical terms associated with the topic. For example, from the (partial) list of verbs displayed above, one can see that Bush was the subject of the following verbs in messages posted to the group: Bush acknowledges, adds, admits, announces, authorizes, avoids, belittles, compromises, conceals, drinks, promises, reveals, suggests, sways, etc. Clicking on any one of these terms causes the Conversation Map to produce a hyperlinked list of
sentences in which the term appears. Figure 8 shows such a hyperlinked sentence generated by clicking on the verb “drink.” Clicking on a sentence allows one to examine the message in which the sentence appears.

Figure 8: A sentence from the newsgroup associating a term (Bush) with a verb

(4) Rationality: Although Wilhelm is interested in evaluating whether or not a group is debating questions “rationally” (according to criteria of knowledge, truth, and conditions of validity outlined by Habermas) Wilhelm – like many others interested in these criteria – has had to evaluate “rationality” according to the structure of the arguments advanced and the number of reasons included to substantiate an argument. In short, what is empirically decidable is not the rationality of argumentation, but rather the rhetorical structure of the online exchanges. This should make sense because rational arguments tend to be well-structured. Some of this information is available through (a) a close examination of the characteristic message thread structures of a given group. Some of this information is visible in (b) the quoting and citation patterns manifest in the messages. And, some of this information could be calculated automatically given (c) a
procedure for rhetorical structure parsing.\textsuperscript{38} The Conversation Map incorporates a means for computing (a) and (b) and displays those results in (a) thread structures seen in the lower half of each Conversation Map (and that can be further magnified and explored by clicking on each thread, as has been done for one thread in Figure 9); and, (b) in the social network and in the messages themselves (in which quotes are identified automatically and hyperlinked to the message(s) of origin). A partial implementation of (c) is implemented in the Conversation Map: discourse markers indicative of structured argumentation (e.g., “because,” “therefore,” etc.) are tagged; however, the results of this tagging process are not currently visible within the Conversation Map interface.

![Figure 9: Close examination of the structure of a thread](image-url)
Examination of the pattern displayed in the lower half of a Conversation Map gives one some idea of characteristic length and structure of the threads in an online discussion. The Conversation Map plots the threads in a radial, “spider web” pattern: the initial message is located in the middle of the window, responses to the message are plotted in a circle around the middle and connected to the middle, responses to response are plotted in a ring slightly larger than that, etc. If each message had exactly the same number of responses, then the thread would look like a spider web. The more common case is a thread with many asymmetries, like the one shown in Figure 9: messages differ widely according to their number of responses. Note that threads containing only one message (and no responses) appear as a dot; threads with one post and one response appear as a line. Figure 9 reveals that many of the posts to the group are unrequited and/or garnered only one response. Compare this to the alternations of simple and elaborately structured threads that one can see in Figures 2, 3 and 4.

While the Conversation Map does not answer all of the questions posed by Wilhelm concerning the deliberative quality of discussion in a newsgroup, it does provide a means for exploring those questions because it incorporates a theory of VLSC into a computerized analysis procedure and a graphical interface. Consequently, it is possible to see how variable and quickly changing a discussion group can be with respect to any of these criteria. For instance, Figure 10 shows a map of the same discussion group (alt.politics.elections) for the week immediately following the U.S. Presidential election of 2000.
Figure 10: alt.politics.election for the week after the U.S. 2000 election

Note, among other things, how one can see in Figure 10 that the conversation has shifted away from a conversation about the candidates (Bush, Gore, Nader) and is now a discussion about the technicalities of the election: vote, count, ballot, election, etc. are the central themes of discussion. If nothing else, this map illustrates how quickly a discussion can change and, therefore, how careful one should be about generalizing from a one-time analysis of a newsgroup.

These Conversation Map images also illustrate the utility of the theoretical “topography” used to visually investigate online discussions and which I have argued for throughout this chapter. The topography of discussion proposed here is a topography of links, associations, graphs and networks. The topography of a Habermasian democratic
exchange is one of idealized spaces, territories and logics -- like the so-called “public sphere” and rationality.” As the following quote shows, this difference in theoretical vocabularies – that based on idealized spaces, territories, areas and logics versus that based on links, associations and networks – is a centuries old dispute. In his comments on sixteenth century political theorist Guillaume de la Perrière (La Perrière 1567) Michel Foucault argues that

“...what government has to do with is not territory but rather a sort of complex composed of men and things. The things with which in this sense government is to be concerned are in fact men, but men in their relations, their links, their imbrication with those other things which are wealth, resources, means of subsistence, the territory with its specific qualities, climate, irrigation, fertility, etc.; men in their relation to that other kind of things, accidents and misfortunes such as famine, epidemics, death, etc.” (Foucault 1991: 93)

While Foucault’s words help to explain the longer genealogy of political analysis that the Conversation Map takes part in (and which also serve to differentiate it from the Habermas-inspired work of Wilhelm and others), it also points out the many inadequacies in links and networks displayed by the Conversation Map. The links visible in the Conversation Map are only those between people, between words, and between words and people. The larger set of possible relations between people and things is not visible. This larger set crucial to any expanded understanding of democracy and governance is termed a “Parliament of Things” by Bruno Latour:
“...we do not have to create this Parliament out of whole cloth,...[w]e simply have to ratify what we have always done... Half of our politics is constructed in science and technology. The other half of Nature is constructed in societies. Let us patch the two back together, and the political task can begin again” (Latour 1993: 144).

These insights from Foucault and Latour provide a direction for future development of the Conversation Map and a practical means for theorizing and analyzing online, deliberative, democratic, very large-scale conversations.

**Conclusions: Technologies of the Self and Design Ethics for VLSC**

The majority of this chapter has been devoted to – what might be called – an *epistemological* inquiry into VLSC. I have attempted to show what kinds of knowledge are necessary to understand these large-scale, online discussions. I have articulated a theory of VLSC and compared it to related work in political science, sociology, linguistics and philosophy. And, I have incorporated this theory into a technology, the Conversation Map, intended to graph the shapes and forms of online discussions. Yet, what kind of technology is the Conversation Map and other work comparable to it?

Michel Foucault distinguished techniques and *technologies of the self* from *technologies of power*. For instance, a practice which makes good sense to do for oneself -- e.g., seeing a doctor on a regular basis and keeping detailed records of one’s
health – can shift from being a technology of the self to becoming a technology of power if a third party – like an insurance company – is allowed to collect and analyze health records. However, a technology of the self can be designed in such a way that makes it more resistant against such a transformation. Thus, it is a good idea to encrypt medical records stored in computer databases and design the database system so that any third parties must request the permission of the patient to get the “key” to records.40

The imperatives of design that shape technologies like the Conversation Map are not strictly epistemological in form. The designer of such technologies and techniques must instrumentalize a set of ethical considerations that make them either, more clearly, a technology of power or a technology of the self. Especially tools of democracy should be designed to be technologies of the self.

There is a long history of the use of media as technologies of the self, as reflective and communicative media for the construction of social, psychological, economic, and political self-governing people and peoples. Diaries have been used for millennia by particular people as a medium for self-reflection, for writing down and shaping the person’s image of self. The diary is a medium that functions as a technology of the self where "self" is understood to be the self of one person. The oral storytelling practices of folktales function in an analogous manner for the formation and description of a slightly larger self, a self of a small group of people. Oral storytelling of folktales is a means for articulating the values and identity of small, tightly knit clusters of people. The facilitation of the production of larger selves, of the selves of self-governing nations, for instance, requires a different kind of medium. Scholars have shown how the mass production capabilities of high-speed printing presses made possible the media of novels
and newspapers that were essential to the formation of the modern nation-state (Anderson 1983). VLSCs do and can function as the substrate for new kinds of selves, new sorts of groups of people, that are as yet unnamed (Deleuze and Guattari 1988: 469-471). These new groups of people can be transnational or international in scope. The Conversation Map is intended to be a technology of the self for VLSC.

But, the metrics and graphics computed by the Conversation Map could be mishandled as technologies of power. Consideration of the history of “social metrics” and their graphics is sobering, as Ian Hacking points out in his article “How should we do the history of statistics?”:

“Statistics has helped determine the form of laws about society and the character of social facts. ... Moreover the collection of statistics has created, at the least, a great bureaucratic machinery. It may think of itself as providing only information, but it is itself part of the technology of power in a modern state” (Hacking 1991: 181).

In short, statistics has been and is “state-istics” – a technology of that not-necessarily-democratically governed political form that we know today as the nation-state. As VLSC flows over and across the boundaries of today’s nation-states, new, as-yet-unnamed political formations are created through text and talk. These new non-nation-state entities demand new forms of representation that exceed the statistics of the state. Participants within VLSC-based groups need -- not only representation -- but also orientation: maps, charts, interfaces and instruments of navigation in order to locate political position and agency. If these instruments of navigation are to be for the people
of democratic organization, then they cannot be – as statistics now is – only a tool for specialists and powerful “decision makers.”

The Conversation Map has been designed to make it difficult to find and follow any given individual author. It has also been designed to output qualitative diagrams rather than quantitative summaries. In these ways the Conversation Map has been made “surveillance resistant.” Furthermore, the “output” of the Conversation Map is a format that can be widely distributed on the web (a Java applet that runs as an interface to the archive of messages) and thus is, in principle, accessible to any participant of an online discussion. The maps generated by the system are intended to be representative and evocative enough to allow them to function as a means of reflection for the group of people involved in the VLSC – i.e., to function as a technology of the self where the self in question is the collective of discussants. But, the maps are also intended to be abstract and vague enough to be difficult to use as a technology of power. It is a challenge to find a form of representation that works as a technology of the self, but does not work as a technology of power. Others in the social sciences are attempting to find and/or develop such forms of representation, notably ethnographers who write for the benefit of their informants instead of, or in addition to, their fellow anthropologists.41

Obviously the calculations and interface components of the Conversation Map are far from being universally accessible and so what is outlined above is simply the first step in a long search for democratic representations and interfaces for VLSC. This search for new forms of self representation is intrinsic to the development of an ethics of discourse architecture, i.e., design for the medium of VLSC.
In addition to ecology, the question of ethics of media and the future direction of new communication technologies of artificial intelligence and command-and-control constitutes one of the two axes in which to rethink the idea of progress for today’s planet (Guattari 1991: 2).

References


La Perrière, Guillaume de. 1567. *Le miroir politiqve, contenant diverses manieres de gouverner & policer les republiques, qui sont, & ont está par cy devant: ocuure, non moins vile que necessaire à tous monarches; rois, princes, seigneurs, magistrats & autres qui ont charge du gounernement ou administration d'icelles*. Paris: Pur V. Norment, & I. Bruneau.


1 Cf., (Lessig 1999).

2 Founding members of this research group at Apple included Dave Curbow, Paul Dourish, Tom Erickson, Jed Harris, and Austin Henderson with consulting help from Niklas Damiras, Sha Xin Wei, Brian Cantwell Smith, and Helga Wild. See http://pliant.org for more information about this group.

3 See, especially, (Erickson, Herring and Sack 2002) and (Munro, Hook and Benyon 1999).

4 The following definition of discourse architecture is a direct outgrowth of the writing I have done together with Susan Herring and Thomas Erickson. The following paragraphs should be compared with our co-authored work on the subject (Erickson, Herring and Sack, 2002). However, Herring and Erickson may not agree with the version that appears here.
Readers unfamiliar with these forms of online exchange might be interested in exploring http://www.google.com/grphp, an index of tens of thousands of Usenet newsgroups; http://groups.yahoo.com/, a selection of tens of thousands of web-based discussion groups; and/or http://blogdex.net/, an index of thousands of weblogs.

Harvey Sacks, the inventor of conversation analysis, provides several examples of the co-construction of a lexicon and a social group: Now if we can take it that to some extent “hotrodders” is a category that is by and large employed by kids to characterize themselves, and whose use, to some considerable extent, they enforce, and whose properties they enforce, and obviously it’s, at least to some extent, a category that rebellious persons can use, then at least one of the initial questions we might ask is: Why should it be the case that at least some people who go about doing kinds of rebellion, do it by formulating themselves as a particular type? That is, why do they set up a type? Why don’t they try to make themselves observable as “individuals,” so to speak? (Sacks 1992: 172).

Some of the practical implications of these incommensurable differences between Anglo-American and European approaches to discourse are described in (Pennycook 1994).

In linguistics there exists a principle called Ziff's Law (Ziff 1960). Ziff's Law is the observation that any arbitrary string can be interpreted as a proper name. This is often mentioned as a serious difficulty for the construction of computer programs to parse natural language texts. However, it is also the main observation underlying Bud Abbott's and Lou Costello's famous "Who's on first?" skit first performed on the Kate Smith Radio Hour in 1936.
Costello: Look Abbott, if you're the coach, you must know all the players.

Abbott: I certainly do.

Costello: Well you know I've not met the guys. So you'll have to tell me their names, and then I'll know who's playing on the team.

Abbott: Oh, I'll tell you their names, but you know it seems to me they give these ball players now-a-days very peculiar names.

Costello: You mean funny names?

Abbott: Strange names, pet names...like Dizzy Dean...

Costello: His brother Daffy

Abbott: Daffy Dean...

Costello: And their French cousin.

Abbott: French?

Costello: Goofé

Abbott: Goofé Dean. Well, let's see, we have on the bags, Who's on first, What's on second, I Don't Know is on third...

Costello: That's what I want to find out.

Abbott: I say Who's on first, What's on second, I Don't Know's on third.

Costello: Are you the manager?

Abbott: Yes.

Costello: You gonna be the coach too?

Abbott: Yes.

Costello: And you don't know the fellows' names.
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24 See (Sack 2002; Sack 2000).

25 See, for instance, (Neuman, McKnight and Solomon 1997).

26 See (Coleman forthcoming). See also the Hansard Society’s website: http://www.hansard-society.org.uk/eDemocracy.htm

27 See also more recent commentary in (Calhoun 1992).

28 See, for example, (Schuler and Day 2000).
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